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Abstract. An improvement of a face recognition method is proposed.
The goal is to develop easy-to-use access control software, allowing
personal-computer or building access control with minimal constraints for
the users. This approach requires a high-speed classification method
(about 8 images/s) and a high global recognition rate. We obtain good
results using a method derived from principal-component analysis, a
geometric transformation of the feature space, and a fast decision algo-
rithm. © 2001 Society of Photo-Optical Instrumentation Engineers.
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1 Introduction

To improve security by controlling the access to perso
computers~PCs! or buildings ~industrial, public, or pri-
vate!, we have adapted to public use and implemented
real time a robust and fast face recognition method. T
aim of this paper is to present the adaptations needed
public use of this kind of control, and a performance eva
ation of the modified method.

Numerous algorithms have been proposed for face
ognition in the literature. Some of the most common me
ods are based on direct images of faces, known
eigenfaces,1–3 on profiles,4 on geometry,5,6 or on 3D data
acquisition of the surface of the face.7

For access control of a PC, it is necessary to hav
low-cost and fast system, requiring very few adjustmen
The system must also be easy to use and place a minim
of constraints on the users. This excludes all active me
ods, based on the projection of a pattern, for example.8

In view of its performance in recognition and comput
tional time, we have chosen in our laboratory to implem
the method based oneigenfaces, which uses principal-
component analysis~PCA! for dimensionality reduction.
For the classification and recognition step, we based
implementation on a neural network. A fast implementat
of this method is described in detail by Yang et al.9,16 and
by J. P. Zimmer et al.10 The system is composed of a sta
dard video conferencing camera, connected to a PC
either the parallel port or a PCI acquisition board. W
present in this paper an adaptation of this method to s
tems where the computational time is critical, and wh
the user can enter his name or a code before proceedin
the recognition test. That means that we can just perfor
verification of the identity. In terms of performance, th
improvement was necessary for our applications~security
access!, where a very low rate of confusion is needed, b
where the success identification rate is not so critical.

In Sec. 2 we recall the theoretical basis of the eigenf
method. In Sec. 3 we present the problems caused by
learning and decision protocol, and the solution we ha
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chosen. In Sec. 4 we present the results of the implem
tation.

2 Review of the Eigenvector-Based Method for
Face Recognition

This general face recognition method, implemented
Yang,16 is based on the PCA and the perceptron. It is co
posed of two phases: the learning phase, during which
proximately ten images of each user must be stored in
database, and the decision phase, during which a new
age must be acquired and classified as unknown or a
match for an existing user.

2.1 Learning Phase

During the first step, we create the face image datab
used to compute the input stimuli of the learning netwo
We based our choice on the method described by Abdi,11,12

and we decompose each image~width L and heightl! into a
singular-value vector.

The advantage of this method is in presenting sm
sized vectors to the first layer of the network. For th
initially, we build a human base matrixH@ l ,L,n# , in which
np face images are assembled in a row.H is constructed
with all the images ofn human faces to be recognized~p
images per person!. This matrix can be decomposed in si
gular values as follows:

H5PLQT, ~1!

where

L 5 matrix of eigenvalues ofHHT andHTH
P 5 matrix of eigenvectors ofHHT

Q5 matrix of eigenvectors ofHTH.

We denote byD5L1/2 the diagonal matrix of singular val
ues.
0 © 2001 Society of Photo-Optical Instrumentation Engineers
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Mitéran et al.: Access control . . .
DeterminingP directly by computingHHT, of dimen-
sion @ lL ,lL #, requires an inordinate amount of memor
Therefore, we first determine the matrixQ. Secondly, we
computeP with

P5HQD21. ~2!

Each stimulusxk presented to the network~Fig. 1! is the
result of the projection of thek’th face image vector onto
the matrix P (k51, . . . ,np1u, where np is the image
number ofH, andu is the image number of unknown pe
sons!.

The second step is the determination of the neural n
work parameters. The learning structure we use is a
work with one hidden layer, as in Solheim et al.13 and Fras-
coni et al.14 Therefore, for thek’th stimulusxk , we define,
hk as the output value of the hidden layer,ok as the value of
the output layer of the network, andr k as the theoretical
value of the output layer of the network, assuming that
membership ofxk in a certain class is known.

If W is the matrix of the weight connections from th
input layer to the hidden layer, andZ is the matrix of
weight connections from the hidden layer to the outp
layer, the cells of the hidden layer compute their activat
and convert it into a response by using their transfer fu
tion, according to

hk5 f ~Wxk!. ~3!

Then, the activation of the output layer is computed usingZ
and the transfer functionf included in each cell according
to

Fig. 1 Learning phase in case of recognition.
-
-

ok5 f ~Zhk! ~4!

Here f is a nonlinear differentiable function. We use th
common logistic function.12

We have chosen the known backpropagation algorit
in order to compute the learning parameters. This metho
used to modify, in a iterative way, the weights of the co
nectionsW andZ in order to reduce the final error value o
classification. The errorek obtained at the output layer i
estimated by comparing the results given by theok cells
with the theoretical responser k of this layer:

ek5r k2ok . ~5!

The output error signalds,k , taking into account the erro
due to the cell and its activation state, is given by

ds,k5 f 8~Zhk!* ek , ~6!

where* is the Hadamard product. The connection matrixZ
is corrected at each iteration and becomes for thet’th itera-
tion

Zt115Zt1hds,khk
T . ~7!

The error then propagates to the hidden layer, and we e
mate the error signaldh,k for the cells of this layer by

dh,k5 f 8~Wxk!* ~Zt
Tds,k!. ~8!

The connection matrixW is corrected for iterationt11
according to

Wt115Wt1hdh,kXk
T . ~9!

Then the algorithm iterates until we get the desired mi
mum error~a threshold is fixed by the user!.

2.2 Decision Phase

During this step, an image of the face is acquired. Then,
image is vectored and projected onto the eigenvector ma
P. The projection result is used as a stimulus to the n
work, which gives a response~set of n11 values of the
output cells.! Finally, a decision threshold is used in ord
to eliminate the weakest values.

2.3 Performance of the Method

The performance of the eigenface method is widely
scribed in the literature~Ref. 15, for example!. In order to
estimate our own implementation, including the acquisiti
system and the learning protocol, we studied the per
mance using a database of 250 images.17 This database was
divided into subsets D1, D2, and D3:

• D1 contains the images of 10 persons to recognize~10
images per person! and was used to compute th
eigenvectors~Fig. 2!.

• D2 contains the same images as D1, and 5 unkno
persons~2 images per person!. These images allow us
to compute the neural network parameters~Fig. 3!.
587Optical Engineering, Vol. 40 No. 4, April 2001
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Fig. 2 Extract of D1.
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• D3 contains 140 images, with 10 images per kno
person~10 persons!, 4 images per unknown perso
and 4 images per new person~5 persons! never
learned by the system.~Fig. 4!.

The best global error rate we obtained concerning c
fusion ~known or unknown persons classified as other p
son! is 2%, but if we take account of the proportion
unknown persons in the D3 base, 10% of unknown pers
are classified as known persons. This performance was
acceptable for access control. We must then adapt
method.

3 Adaptation to Face Verification

3.1 Data Organization

In the case of access control of a PC, the user must ente
name and password before access is granted. Since the
tem knows the name of the individual, we just need
verify his identity, not to distinguish him from all of the
other users. Therefore, we can separate all of the perso
be identified, using one set of data~H,P,W,Z! per person
~Fig. 5!.

This allows the decision phase to be very fast. In
case of access control of buildings, the person must pu
button corresponding to his name. This choice allows
unlimited number of persons to be recognized. The pra
neering, Vol. 40 No. 4, April 2001
t
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cal limit is the disk space used to store the learning ima
and matricesH,P,W,Z ~about 1 Mbyte per person!.

3.2 Definition of the Acquisition Protocol

In the first version of the face recognition software, t
decision protocol was defined as follows. The user, dur
the recognition phase, must hit a key of the keyboard
grab his face after positioning. The person was accepte
not, using only this one image. This protocol required
high success rate during the recognition phase. Moreove
was not practical to use.

We chose the following protocol:

1. The user enters his name.

2. The set of data corresponding to the name is loa
in memory, and the test numberT is set to 0.

3. One image is acquired, and the verification test
performed.T is incremented.

4. If the test succeeds, the user is authorized and
protocol stop. If the test fails, the process loops to
step 3, whileT,100.

5. If the user is still unrecognized afterT5100 tests, the
protocol stops and the user is rejected.

This is possible because approximately eight images
Fig. 3 Extract of D2.
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Fig. 4 Extract of D3.
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second, in terms of recognition, can be handled by the s
tem ~these results were obtained using a Pentium II 2
MHz processor, with 64 MB of memory, and a standa
PCI acquisition board based on the BT848 chip!. This al-
lows the system to discard misaligned images but also
creases the probability of encountering a classification
rors: aconfusion, which occurs when an unknown user
identified as a known user.

We modified the method by adding these new featur
We thereby reduced the confusion rate, but also increa
the per-image nondetection rate. However, the large nu
ber of images processed rendered this increase in the
detection rate insignificant.

Fig. 5 Learning phase for one person in verification.
-

.
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-
-

3.2.1 Diminution of confusion rate

For a better understanding of the problems that the sys
must overcome, it is necessary to recall that the first eig
vector represents the low frequencies in the image, and
last eigenvectors the high frequencies. These high frequ
cies contain the most significant visual features of an in
vidual ~Fig. 6!.

Here, the projections are computed using the lumina
of the images, causing two problems. Firstly, the ima
acquisition quality depends on external lighting condition
which is not crucial because the camera has good autom
gain control. Secondly, if someone in the database ha
particular feature~a beard, for example!, where the lumi-
nance takes a dominant place, the neural network will c
verge regarding mainly this first eigenvector, and thus
garding low frequencies only. This implies that his featur
are very different from those of the unknown persons in
learning data set, and if the system attempts to recog
another bearded person, there will be some confusion~Fig.
7!.

To solve this problem, we studied two methods. The fi
method, inspired by Belhumeur et al.15 consisted in the
elimination the first three eigenvectors to perform the cl
sification. The second method, inspired by Yang,16 was to
use edge detection~a low-pass filter followed by a Sobe
filter! instead of using direct luminance~Fig. 8!.

The two methods gave similar results regarding con
sions, in that they eliminate all confusions in our test. F
practical reasons, we chose to implement the sec
method, which avoids loss of information that may be u
ful for discrimination. This choice allows the method to b

Fig. 6 Eigenvector representation.
589Optical Engineering, Vol. 40 No. 4, April 2001
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globally more robust~the rate of false alarms is reduced!,
even if the recognition rate per individual image is less th
when using direct luminance. We do not give here any r
of success, because the system must be evaluated glo
including the dynamic aspect of the acquisition and cla
fication ~see the results given in Sec. 4!.

3.3 Problems of Convergence

Since we eliminate low frequencies, the method is n
more discriminatory, using the high frequencies of the i
ages, which represent the identity of the person. Howe
the main problem of neural networks, well known in th
literature, is that sometimes, depending on the person t
recognized, the backpropagation algorithm does not c
verge. The main reason is that the high-level eigenve
distributions are not easily separable in the feature sp
To solve this problem, it is known that we can improve t
neural network, choosing more hidden layers, for exam
but this solution was not chosen, mainly for computin
time reasons. Moreover, since the distribution has a part
lar symmetry in the feature space, it is simplest to comp
a transformation using this symmetry.

We have represented in Fig. 9 an example of projecti
of the learning images on the fifth and sixth eigenvect
~high-level eigenvectors!. The known user is represented b
squares, and unknown persons by triangles. One can
that the samples corresponding to the known user are
domly distributed around the samples corresponding to
known persons.

After investigating the geometrical shape of the distrib
tions, we chose to keep the first three projections with
any modification, and the fourth feature of the classificat
method is computed as

x385S (
i 51

np

xi
2D 1/2

,

Fig. 7 Example of confusion.

Fig. 8 First and tenth eigenvectors after edge detection.
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wherexk is the projection of the image on thek’th eigen-
vector. This method allows us to obtain the same result
for a circular threshold around the distribution of unknow
persons, but is better suited to the classification method

We present in Figs. 10 and 11 an example of the dis
bution obtained with one person to be recognized. The
ures show that the two classes are now very easily se
rable. Moreover, the decision phase is now faster, since
number of cells in the first layer of the neural network
longer depends on the number of learning images of
person.

4 Results of the Improved Method

Finally, we have tested our software in the case of fa
verification. The first test was made with fixed lighting. Th
second test was performed to illustrate robustness aga
lighting variations.

4.1 Standard Test

In order to evaluate the performance of the system,
defined an acquisition protocol, which reflects the real u
of the software. All the measurements were made in r

Fig. 9 Projection of fifth and sixth eigenvectors.

Fig. 10 Projection of first and second eigenvectors.
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conditions: the user himself acquires the images of
learning phase, and performs the test by presenting his
in front of the camera.

For practical reasons, we divided a set of 30 person
be recognized in six subsets of five persons each. The s
of the learning and recognition protocol are as follows:

1. Record five images of each person in the subset.

2. Record five new images of each person. The sep
tion between the first and the second step allows
take into account positional variations.

3. Execute the learning phase~computeH,P,W,Z for
each person!.

4. Perform three tests for each person~verified on 100
images!, so that he knows how to present himself
front of the camera in order to be well recognize
Add a few images if necessary. The maximum nu
ber of learning images is fixed to 15.

5. Perform for each person alternatively five identific
tion tests entering his real name, and five tests
intrusion using a false name.

The results of the test are reported in Table 1. One
see that we obtain a 90% success rate in terms of veri
tion. It is important to note that 100% of users were w
identified at least one time, and that the success rat
better for experienced users~96%!. The most important re-
sult is that we obtained only two confusions. After analys
the origin of these confusions was seen to be in the
positioning of the person during the learning phase. O

Fig. 11 Projection of third eigenvector and x38 .

Table 1 Results of the test.

Number of verifications 150

Failed 15

Succeeded 135

Number of confusion tests 150

Succeeded (person not authorized) 148

Failed (person authorized) 2
e

s

-

-

s

can note that the quality of the learning phase, as in
classification problems, determines the performance of
system. If someone moves in front of the camera during
acquisition phase, the registered image will contain only
part of his face, and the risk of intrusion for this individu
increases. The user must verify each learning image be
accepting or rejecting it. After removing the bad image
the two confusions of the test disappeared. This fact is u
ally not taken into account in the literature, where autho
often test their face recognition using a fixed database
pictures. The originality of this protocol is to characteriz
the whole system, including face positioning, during ima
acquisition and final decision.

4.2 Lighting-Variation Test

To illustrate the robustness of the method, we perform
the test using two different learning sets. The first learn
set is built using only one standard homogeneous light
~Fig. 12!. The second learning set is built using four diffe
ent lightings: homogeneous, left illumination, right illum
nation, and global darkening~Fig. 13!. We have chosen to
test only realistic variations such as one can find in
office, for example.

For both learning sets, we tested the identification w
homogeneous lighting and with lighting variations. To
lustrate the improvement of performance using edge de
tion instead of direct luminance, we also tested the ide
fication using both algorithms. The results~performed with
five experimental users and five tests of each lighting
each user! are reported in Figs. 14 and 15.

One can see that the method using edge detectio
more robust than using direct luminance, but it is necess
to take into account important lighting variations durin
learning phase to obtain the best results.

We performed also some qualitative tests showing t
the result is not influenced by glasses, and little influen
by hair style if the image registration is made carefull9

~the hair is not taken into account, thanks to the ellip
mask!. To avoid too great sensitivity to the slow variation
of a beard, we added the possibility of automatically intr

Fig. 12 Learning with homogeneous lighting.

Fig. 13 Learning with lighting variations.
591Optical Engineering, Vol. 40 No. 4, April 2001
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ducing the image that allowed the last recognition into t
learning base. The latter thus is automatically updat
However, the method remains sensitive to abrupt variati
of beard.

5 Conclusions

We have implemented a face verification program, used
PC or building access control, improving the feature co
putation and separability of the learning sets in the feat
space.

With regard to performance, we showed that each p
son can be easily recognized and that the software ca
used in a real environment.

We have also shown that the measurement of the rec
nition rate and the adjustment of the classification meth
must be adapted to the acquisition protocol to be sign
cant.

Our goal is to eliminate the positional dependence of
user in front of the camera, implementing automatic det
tion and adjustment of the face position. We are curren
developing a mixed method, based on motion detection
the Hough17,18 transform.

Fig. 14 Results using luminance.

Fig. 15 Results using edge detection.
592 Optical Engineering, Vol. 40 No. 4, April 2001
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Finally, the improved method can be used in seve
areas, protecting PC or building access, combining stat
cal and neural approaches.
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