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1 Introduction chosen. In Sec. 4 we present the results of the implemen-

To improve security by controlling the access to personal ftoN:

computers(PC9 or buildings (industrial, public, or pri-

vate), we have adapted to public use and implemented in 2 Review of the Eigenvector-Based Method for
real time a robust and fast face recognition method. The  Face Recognition

aim of this paper is to present the adaptations needed for-l-hiS
public use of this kind of control, and a performance evalu-
ation of the modified method.

Numerous algorithms have been proposed for face rec-
ognition in the literature. Some of the most common meth-
ods are based on direct images of faces, known as
eigenfaces; on profiles* on geometry’® or on 3D data
acquisition of the surface of the fate.

For access control of a PC, it is necessary to have a )
low-cost and fast system, requiring very few adjustments. 2.1 Learning Phase
The system must also be easy to use and place a minimunDuring the first step, we create the face image database
of constraints on the users. This excludes all active meth- ysed to compute the input stimuli of the learning network.
ods, based on the projection of a pattern, for exafiple.  We based our choice on the method described by Abti,

In view of its performance in recognition and computa- and we decompose each imagedth L and height) into a
tional time, we have chosen in our laboratory to implement singular-value vector.
the method based oeigenfaces which uses principal- The advantage of this method is in presenting small-
component analysi$PCA) for dimensionality reduction.  sized vectors to the first layer of the network. For that,
For the classification and recognition step, we based ourinjtially, we build a human base matrbd;; | oy, in which
implementation on a neural network. A fast implementation np face images are assembled in a rdwis constructed
of this method is described in detail by Yang efdl.and  with all the images oh human faces to be recognizég

by J. P. Zimmer et a° The system is composed of a stan- images per personThis matrix can be decomposed in sin-
dard video conferencing camera, connected to a PC viagular values as follows:

either the parallel port or a PCI acquisition board. We
present in this paper an adaptation of this method to sys-H=PAQT, (1)
tems where the computational time is critical, and where
the user can enter his name or a code before proceeding tavhere
the recognition test. That means that we can just perform a
verification of the identity. In terms of performance, this
improvement was necessary for our applicati¢sescurity . . T
accesg where a very low rate of confusion is needed, but P = matrix of eigenvectors ofiH
where the success identification rate is not so critical. Q = matrix of eigenvectors ofiTH.

In Sec. 2 we recall the theoretical basis of the eigenface
method. In Sec. 3 we present the problems caused by theWe denote byA=A'? the diagonal matrix of singular val-
learning and decision protocol, and the solution we have ues.

general face recognition method, implemented by
Yang;® is based on the PCA and the perceptron. It is com-
posed of two phases: the learning phase, during which ap-
proximately ten images of each user must be stored in the
database, and the decision phase, during which a new im-
age must be acquired and classified as unknown or as a
match for an existing user.

A = matrix of eigenvalues ofiH™ andH™H
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n persons to recognize, n.p images |

Height 1

Here f is a nonlinear differentiable function. We use the
common logistic functiort?

We have chosen the known backpropagation algorithm
in order to compute the learning parameters. This method is
used to modify, in a iterative way, the weights of the con-
nectionsW andZ in order to reduce the final error value of
classification. The errog, obtained at the output layer is
estimated by comparing the results given by thecells
with the theoretical responsg of this layer:

Width L

€=k Ok. 5

The output error signads, taking into account the error

i ! Projection nhonfpuiicelis due to the cell and its activation state, is given by
he.wi
T — (// 6S,k:f,(th)*Q(! (6)
% X ‘\ wherex is the Hadamard product. The connection mafrix
= Stimulus 82 X /,II

\ is corrected at each iteration and becomes fort'thatera-
tion

X,
e

n.p known images
and u unknown
persons

. T
\ n.p +1input cells ~ backpropagation Zi 1 =2+ 7753, khk : (7)

vectorization

The error then propagates to the hidden layer, and we esti-

Fig. 1 Learning phase in case of recognition. mate the error signady, , for the cells of this layer by

Sni= T (Wxi)* (Z{ 85 ). 8

. . . . T .
. DeterminingP o!lrectly b_y computlngHH , of dimen- The connection matritN is corrected for iteratiori+ 1
sion [IL,IL], requires an inordinate amount of memory. according to

Therefore, we first determine the mat@ Secondly, we
computeP with Wy 1= W+ 78, Xy . 9)

— -1
P=HQA™". @ Then the algorithm iterates until we get the desired mini-

mum error(a threshold is fixed by the uger
Each stimulusx, presented to the networlfig. 1) is the ( y 9

result of the projection of th&'th face image vector onto

the matrixP (k=1,...np+u, wherenp is the image 2.2 Decision Phase
number ofH, andu is the image number of unknown per-  During this step, an image of the face is acquired. Then, the
sons. image is vectored and projected onto the eigenvector matrix

The second step is the determination of the neural net-P. The projection result is used as a stimulus to the net-
work parameters. The learning structure we use is a net-work, which gives a responsset ofn+1 values of the
work with one hidden layer, as in Solheim et-3knd Fras-  output cells) Finally, a decision threshold is used in order
coni et al** Therefore, for the&'th stimulusx,, we define, to eliminate the weakest values.
hy as the output value of the hidden layey,as the value of
the output layer of the network, arg as the theoretical
value of the output layer of the network, assuming that the 2.3 Performance of the Method
membership ok, in a certain class is known. The performance of the eigenface method is widely de-

If W is the matrix of the weight connections from the scribed in the literaturéRef. 15, for example In order to
input layer to the hidden layer, and is the matrix of estimate our own implementation, including the acquisition
weight connections from the hidden layer to the output System and the learning protocol, we studied the perfor-
layer, the cells of the hidden layer compute their activation Mance using a database of 250 imatfeBhis database was
and convert it into a response by using their transfer func- divided into subsets D1, D2, and D3:

tion, according to . .
9 » D1 contains the images of 10 persons to recog(fide

he=f(Wx,). 3) images per persgnand was used to compute the
eigenvectorgFig. 2).

Then, the activation of the output layer is computed uging » D2 contains the same images as D1, and 5 unknown

and the transfer functiohincluded in each cell according persong?2 images per personThese images allow us

to to compute the neural network parametéfigy. 3).

Optical Engineering, Vol. 40 No. 4, April 2001 587



Mitéran et al.: Access control . . .

Fig. 2 Extract of D1.

» D3 contains 140 images, with 10 images per known cal limit is the disk space used to store the learning images
person(10 persong 4 images per unknown person, and matricedd,P,W,Z (about 1 Mbyte per persgn
and 4 images per new persdd persons never
leamed by the systentfig. 4. 3.2 Definition of the Acquisition Protocol
The best global error rate we obtained concerning con- |y the first version of the face recognition software, the
fusion (known or unknown persons classified as other per- gecision protocol was defined as follows. The user, during
son is 2%, but if we take account of the proportion of the recognition phase, must hit a key of the keyboard to
unknown persons in the D3 base, 10% of unknown personsgrap his face after positioning. The person was accepted or
are C|aSSIerd as kHOWI’l peI'SOHS. ThIS performance was no'lhot, using On|y this one image. This protoco' required a
acceptable for access control. We must then adapt thenigh success rate during the recognition phase. Moreover, it
method. was not practical to use.

. L We chose the following protocol:
3 Adaptation to Face Verification

31 Data O L 1. The user enters his name.

' ata Organization 2. The set of data corresponding to the name is loaded
In the case of access control of a PC, the user must enter his in memory, and the test numb@&ris set to 0.
name and password before access is granted. Since the sys- 5 5o image is acquired, and the verification test is
tem knows the name of the individual, we just need to performed.T is incremented
verify his identity, not to distinguish him from all of the ' o .
other users. Therefore, we can separate all of the persons to 4 If the test succeeds, the user is authorized and the

be identified, using one set of dat,P,W,Z) per person protocol stop. If the test fails, the process loops to the
(Fig. 5). step 3, whileT<100.

This allows the decision phase to be very fast. In the  5_ |f the user is still unrecognized aft&= 100 tests, the
case of access control of buildings, the person must push a protocol stops and the user is rejected.

button corresponding to his name. This choice allows an
unlimited number of persons to be recognized. The practi- This is possible because approximately eight images per

Fig. 3 Extract of D2.
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Fig. 4 Extract of D3.

second, in terms of recognition, can be handled by the sys-3.2.1 Diminution of confusion rate

tem (these results were obtained using a Pentium Il 233- £ 5 petter understanding of the problems that the system
MHz processor, with 64 MB of memory, and a standard st overcome, it is necessary to recall that the first eigen-
PCI acquisition board based on the BT848 ¢hiphis al-  yector represents the low frequencies in the image, and the
lows the system to discard misaligned images but also in- 5qt eigenvectors the high frequencies. These high frequen-
creases the probability of encountering a classification er- ieg contain the most significant visual features of an indi-
rors: _a_lconfusiom which occurs when an unknown user is iqal (Fig. 6).
identified as a known user. . Here, the projections are computed using the luminance
We modified the method by adding these new features. ot e jmages, causing two problems. Firstly, the image
We thereby reduced the confusion rate, but also increased, .qjisition quality depends on external lighting conditions,
the per-image nondetection rate. However, the large num-\ hich is not crucial because the camera has good automatic
ber of images processed rendered this increase in the NONgain control. Secondly, if someone in the database has a
detection rate insignificant. particular featurga beard, for example where the lumi-
nance takes a dominant place, the neural network will con-
verge regarding mainly this first eigenvector, and thus re-
garding low frequencies only. This implies that his features
are very different from those of the unknown persons in the
learning data set, and if the system attempts to recognize

1person to identify, pimages

another bearded person, there will be some confugtan
7).
To solve this problem, we studied two methods. The first
el = method, inspired by Belhumeur et'dl.consisted in the

elimination the first three eigenvectors to perform the clas-
sification. The second method, inspired by Yahgyas to
use edge detectiofa low-pass filter followed by a Sobel
filter) instead of using direct luminanc€ig. 8).

The two methods gave similar results regarding confu-
sions, in that they eliminate all confusions in our test. For
practical reasons, we chose to implement the second

i- method, which avoids loss of information that may be use-

Projection ful for discrimination. This choice allows the method to be

1
L1 4 2 output
< <
S .
Stimulus : QR
p images of the
person to identify and p+linput cells Backpropagation

# unknown persons ¥

vectorization

First eigenvector — fifth eigenvector — tenth eigenvector

Fig. 5 Learning phase for one person in verification. Fig. 6 Eigenvector representation.
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globally more robustthe rate of false alarms is reduged P, o e

even if the recognition rate per individual image is less than ’ x5
when using direct luminance. We do not give here any rate
of success, because the system must be evaluated globally,
including the dynamic aspect of the acquisition and classi-
fication (see the results given in Seo. 4

Fig. 9 Projection of fifth and sixth eigenvectors.

wherex, is the projection of the image on thé&h eigen-
3.3 Problems of Convergence vector. This method allows us to obtain the same results as
for a circular threshold around the distribution of unknown
persons, but is better suited to the classification method.
We present in Figs. 10 and 11 an example of the distri-

Since we eliminate low frequencies, the method is now
more discriminatory, using the high frequencies of the im-

ages, which represent the identity of the person. However, bution obtained with one person to be recognized. The fig-

the main problem of neural networks, well known in the .
literature, is that sometimes, depending on the person to bed 3 show that the two classes are now very easily sepa

rcogrized. the backgropagaton algorthm does ot con-=o1e MOTEOYe, he ecisan phase s now faster, snce (e
verge. The main reason is that the high-level eigenvector A
dist?ibutions are not easily separable ﬁ]ﬂ the featSre space.Ionger depends on the number of leaming images of one
To solve this problem, it is known that we can improve the person.
neural network, choosing more hidden layers, for example,
but this solution was not chosen, mainly for computing- 4 Results of the Improved Method
time reasons. Moreover, since the distribution has a particu-Finally, we have tested our software in the case of face
lar symmetry in the feature space, it is simplest to compute verification. The first test was made with fixed lighting. The
a transformation using this symmetry. second test was performed to illustrate robustness against
We have represented in Fig. 9 an example of projections lighting variations.
of the learning images on the fifth and sixth eigenvectors
(high-level eigenvectojsThe known user is represented by 41 Standard Test
squares, and unknown persons by triangles. One can se
that the samples corresponding to the known user are ran
domly distributed around the samples corresponding to un-
known persons.
After investigating the geometrical shape of the distribu-
tions, we chose to keep the first three projections without

_?n order to evaluate the performance of the system, we
defined an acquisition protocol, which reflects the real use
of the software. All the measurements were made in real

any modification, and the fourth feature of the classification 1

method is computed as 0,8
np 1/2 0,6

X5= ( > Xlz) , 04
i=1

02

02

04

=3
o
OO O

P 0,6 B
5 0,8
2
I X i -
% . d 1 -08 -06 -04 -02 0 02 04 06 08 1
x0
Fig. 8 First and tenth eigenvectors after edge detection. Fig. 10 Projection of first and second eigenvectors.
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0,8
0,6 &
g
04 g g O
0,2
x3 0
02 Fig. 12 Learning with homogeneous lighting.
0,4
= can note that the quality of the learning phase, as in all
0,8 classification problems, determines the performance of the
4 system. If someone moves in front of the camera during the
1 08 06 04 02 0 02 04 06 08 1 acquisition phase, the registered image will contain only a
2 part of his face, and the risk of intrusion for this individual
increases. The user must verify each learning image before
Fig. 11 Projection of third eigenvector and x3 . accepting or rejecting it. After removing the bad images,

the two confusions of the test disappeared. This fact is usu-
ally not taken into account in the literature, where authors
conditions: the user himself acquires the images of the often test their face recognition using a fixed database of
learning phase, and performs the test by presenting his facepictures. The originality of this protocol is to characterize
in front of the camera. the whole system, including face positioning, during image
For practical reasons, we divided a set of 30 persons toacquisition and final decision.
be recognized in six subsets of five persons each. The steps L L
of the learning and recognition protocol are as follows: 42 Lighting-Variation Test
o ) To illustrate the robustness of the method, we performed
1. Record five images of each person in the subset.  the test using two different learning sets. The first learning
2. Record five new images of each person. The separa-set is built using only one standard homogeneous lighting
tion between the first and the second step allows to (Fig. 12. The second learning set is built using four differ-

take into account positional variations. ent lightings: homogeneous, left illumination, right illumi-
3. Execute the learning phaseomputeH,P,W,Z for nation, and global darkeningrig. 13. We have chosen to
each person test only realistic variations such as one can find in an

office, for example.

For both learning sets, we tested the identification with

mogeneous lighting and with lighting variations. To il-

. ; ; lustrate the improvement of performance using edge detec-
Add a few images if necessary. The maximum num- iy instead of direct luminance, we also tested the identi-
ber of leaming images is fixed to 15. fication using both algorithms. The resulfgerformed with

5. Perform for each person alternatively five identifica- five experimental users and five tests of each lighting for
tion tests entering his real name, and five tests of each userare reported in Figs. 14 and 15.
intrusion using a false name. One can see that the method using edge detection is
, more robust than using direct luminance, but it is necessary
The results of the test are reported in Table 1. One canq take into account important lighting variations during
see that we obtain a 90% success rate in terms of Ve”f'ca'learning phase to obtain the best resuilts.
tion. It is important to note that 100% of users were well We performed also some qualitative tests showing that

identified at least one time, Oand that the success rate isyhe result is not influenced by glasses, and little influence
better for experienced use(@6%). The mostimportantre-  py hair style if the image registration is made carefully

sultis _th_at we obtained only two confusions. After_analysis, (the hair is not taken into account, thanks to the elliptic
the origin of these confusions was seen to be in the bad sk To avoid too great sensitivity to the slow variations
positioning of the person during the learing phase. One 4f 4 heard, we added the possibility of automatically intro-

4. Perform three tests for each perdqesrified on 100
images, so that he knows how to present himself in ho
front of the camera in order to be well recognized.

Table 1 Results of the test.

Number of verifications 150
Failed 15
Succeeded 135
Number of confusion tests 150
Succeeded (person not authorized) 148
Failed (person authorized) 2

Fig. 13 Learning with lighting variations.
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Result using direct Example of images
luminance ar
Success rate
23%
Learning
with
homogenous | Error rate
lighting 77%
to
Success rate
53%
Learning with
lighting
vatations Error rate
47%
Fig. 14 Results using luminance. 1

control . . .

Finally, the improved method can be used in several
eas, protecting PC or building access, combining statisti-

cal and neural approaches.
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